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Problem Definition

• Managing Digital Images of Documents

• Retrieval by Added Marks: Colored Markers,  
Handwritten Comments and Underlines

• Project Objective:
Automatic Detection and Recognition of 
Marks and Notes in Images of Printed Text
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Project Objectives
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Assumptions

• The background is white.

• Text is the dominant feature in the image

• Non-uniform lighting and skew correction have 
well-documented solutions

• Handwritten notes are both in color and 
grayscale 
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Reminder: Proposed Solutions

Several solutions were proposed in our previous 
presentation to be combined in a global framework:

• Color-space

• Document Image Analysis for Page Layout 
Decomposition

• Anomaly Detection Using Learned Dictionaries 
and Sparse Representation



Short Review - Colorspace

We used features 
of RGB and HSV 
colorspaces to 
detect color pixels 
in the image.

Example of result



Short Review - Page Layout Decomposition

• Determine the 
physical structure of 
a document.

• Our objective: 
detecting text and 
graphic regions 



Short Review - Anomaly Detection

• Learned Dictionaries and Sparse Representation.

• This method was unsuccessful.

Reasons: 

• Text is not a smooth enough pattern to be 
recovered accurately.

• Anomalies: hand-writing and images were 
recovered with the same success, even when 
using a dictionary based only on text images.
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Progress since Midterm

We integrate two methods into one solution:

• Color based segmentation

• Text extraction based on typical density 
features

Preprocessing:

• Illuminance Correction



Preprocessing: Illuminance Correction
We wish to correct the Illuminance for 
the document image.
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Estimating the Illuminance Surface

Assumptions:

• E is a quadratic surface:

• The high pixel values (Lmax) in the image 
correspond to a white background, for which 
R=1.
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Estimating the Illuminance Surface

Sampled Points Estimated Quadratic Surface

The coefficients are derived from 
sampled points (Lmax) .



Illuminance Correction
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Color Space

• Markers and colorful handwritten notes can 
be detected based on color features.

• Removal of color graphics is necessary.

• We take advantage of both RGB and HSV 
colorspaces.



Assumptions
• Handwriting  1 color

• Markers  up to 2 colors

• Colorful Graphics  lots of Colors!



Step 1: Color Extraction

• Grayscale gets similar values of RGB components

• The components of each pixel are compared to 
RGB average

• Using a threshold, grayscale and dark pixels are 
removed



Step 2: Color Segmentation

• Connected components are segmented based 
on HSV colorspace features.

• First stage: Hue values are compared to 
statistical values typical of markers.

• Second stage: Components who do not 
correspond to typical markers are segmented 
using K-Means based on Hue values.



Step 2.1: Statistical Comparison

• We collected statistical values of marker areas.



Statistical Comparison

• The mean Hue of the 
component is compared 
to marker statistics.

• If there is a match, the 
hue and saturation of 
the matching marker 
are assigned to the 
selected component.

Assigned ValuesSource Image

Problem!



Step 2.2: K-Means Segmentation

To deal with 
components which 
have more than one 
color, we use K-Means
segmentation based 
on Hue data.



K-Means Algorithm

• Iterative algorithm which divides the data into 
K clusters {Gi}, and calculates a centroid µi that 
represents each cluster Gi.

• The algorithms minimizes the error:

• Note: The data will always be divided into K 
clusters.

• We use this algorithm for  1,2,3,4K 
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Mumford-Shah Functional

• The optimal K for each segment is chosen as the 
K for which the Mumford-Shah Functional is 
minimal.

• Using a piecewise constant approximation, 
we define the Mumford-Shah Functional  as:
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Step 3: Color Graphics Removal
Color Graphics are removed for 
two reasons:

1. If the chosen optimal K was 
greater than 2.

2. Markers and handwriting have 
smooth values*. Components 
with large local STD of value* 

are detected.

Those which are located within 
large solid areas in the original 
image are removed.

* Value = value channel in HSV colorspace
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Text Density

Assumptions:  

• The density of edges in text is greater than in 
handwriting and graphics.

We use this feature to remove the text from the 
image.



Finding Suspected Text Regions

• Edges in the image are 
found using the “Canny” 
method.

• The density is found by 
blurring the edge image.

• Regions with high density 
are extracted.



Local STD
• The local STD is calculated for each region of interest 

using:
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Typical feature of Text Region

• Given N regions of interest, we calculate the 
median value of the local STD – mi.

• We calculate a typical local STD value for text by 
weighted average:
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Text Removal

The text is extracted 
based on the typical local 
STD.

We need to:

• remove noise

• retrieve handwriting 
that was removed in 
the previous phase.



Reconstructing Handwriting

• Regions of interest are 
found by blurring the 
mask of the remaining 
image.

• Regions with high value 
are then reconstructed
using morphological 
operations.



Removal of Graphics

Using connected 
components properties: 
Large components that 
are close to rectangular 
are removed.
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Integrated Framework

Text 
Extraction

Rectangular 
Graphics

Non-Text

Color 
Segmentation

Color 
Graphics

Color Regions



Regions of 
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Rectangular 

Graphics
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Color 
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HandwritingMarkers Lines?
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Examples of Results



Examples of Results
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Future Steps?

• Automatic Detection of Text Size for Scaling

• Detection of handwritten lines

• Application to Colorful Documents
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